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ABSTRACT

Visual search technology, because of its convenience and high efficiency, is widely used by major 
tourism e-commerce platforms in product search functions. This study introduces an innovative visual 
search engine model, namely CLIP-ItP, aiming to thoroughly explore the application potential of 
visual search in tourism e-commerce. The model is an extension of the CLIP (contrastive language-
image pre-training) framework and is developed through three pivotal stages. Firstly, by training an 
image feature extractor and a linear model, the visual search engine labels images, establishing an 
experimental visual search engine. Secondly, CLIP-ItP jointly trains multiple text and image encoders, 
facilitating the integration of multimodal data, including product image labels, categories, names, and 
attributes. Finally, leveraging user-uploaded images and jointly selected product attributes, CLIP-ItP 
provides personalized top-k product recommendations.
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The application of visual search engines (Wolfe, 2021) in tourism e-commerce (Anand et al., 2021) 
holds significant importance. Firstly, visual search engines employing image recognition technology 
(Li, 2022) empower users to conduct product searches through images rather than text. This intuitive 
search method enhances user experience, reduces search time, and makes shopping more convenient 
and enjoyable. Subsequently, leveraging advanced deep learning models (Chen et al., 2022a), visual 
search engines can comprehend and interpret image content more accurately, facilitating precise 
product retrieval. This aids in eliminating semantic ambiguities, increasing the relevance of search 
results, and presenting users with products more aligned with their needs.

Moreover, visual search engines not only enable image-based searches for similar products 
uploaded by users but also integrate various information such as product categories and attributes. 
This integration results in providing users with more personalized and tailored recommendations. This, 
in turn, helps tourism e-commerce platforms better understand user preferences, offer personalized 
shopping suggestions, and enhance user engagement and satisfaction. Finally, by delivering a more 
intuitive, accurate, and personalized search and recommendation experience, visual search engines 
contribute to stimulating user purchasing desires, increasing conversion rates, and thereby fostering 
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sales growth. Users can swiftly locate products of interest, leading to a higher likelihood of completing 
purchase transactions (He, 2021). In conclusion, through visual search, users can effortlessly discover 
new products and brands, providing tourism e-commerce products with opportunities to expand their 
market and increase brand exposure. Therefore, for emerging brands or unique products, visual search 
serves as a potent promotional tool.

Visual search engines have witnessed numerous successful applications in real-life scenarios, 
and a prominent example is Google Lens. Google Lens empowers users to capture and recognize 
objects, text, or images through the camera of their mobile devices, providing pertinent information 
and operational suggestions. Users can employ Google Lens for object recognition by capturing 
various surroundings, such as plants, animals, and buildings. The application endeavors to identify 
and furnish relevant information based on the captured images. Additionally, the software facilitates 
text translation, allowing users to capture text and translate it into other languages, thereby enhancing 
understanding and communication. Moreover, the software finds utility in store and product 
recognition, enabling users to capture images of products in stores. The application identifies the 
products and provides information on prices, reviews, and purchase options. Furthermore, Google 
Lens extends its functionality to landmark recognition, allowing users to capture images of buildings 
or landmarks (Chen et al., 2022b). Google Lens recognizes and provides pertinent historical and 
contextual information in such cases.

From the current research perspective, the application of deep learning methods in visual search for 
tourism e-commerce (Hou et al., 2021) holds profound significance (Dagan et al., 2023; Du et al., 2022; 
Foping et al., 2022; Lepage et al., 2023; Monjur et al., 2023; Singh et al., 2023; Waqas et al., 2023; 
Yang Guang, 2021). Firstly, deep learning models can enhance the understanding and classification 
capabilities of product images by training on large-scale datasets, learning richer and more abstract 
feature representations. This enables tourism e-commerce platforms to match user search queries 
more accurately, providing more relevant product recommendations, thereby improving the quality 
of search results. Secondly, the substantial progress achieved by deep learning methods in the field of 
image recognition empowers models to comprehend complex information within images, including the 
appearance, color, and shape features of products. This advanced image understanding capability allows 
tourism e-commerce platforms to better showcase products, attracting user attention and increasing 
product click-through rates and conversion rates. Additionally, deep learning methods support the 
processing of multi-modal data, such as simultaneously considering image and text information. By 
synthesizing different types of data, models can comprehensively understand products, offering users 
more accurate search results and personalized recommendations. This contributes to enhancing user 
experience and strengthening user engagement with tourism e-commerce platforms. On the other 
hand, deep learning methods exhibit strong generalization capabilities, adapting to various types 
and styles of product images. This flexibility enables tourism e-commerce platforms to effectively 
respond to the diversity of products and evolving market trends, maintaining competitiveness in the 
fiercely competitive tourism e-commerce landscape.

In summary, deep learning methods bring higher precision, comprehensive image understanding, 
and robust generalization capabilities to visual search in tourism e-commerce. This plays a crucial role 
in improving user experience, increasing sales effectiveness, and sustaining competitiveness in the 
market. The application of this advanced technology will drive continuous innovation in the tourism 
e-commerce domain, providing users and businesses with more intelligent and convenient interactive 
experiences. The current common models of deep learning for visual search are:

1.  Convolutional Neural Network (CNN) (Nayeem et al., 2022): Translation: CNN is a deep 
learning model specifically designed for processing image data. It automatically learns features 
in images through components such as convolutional layers, pooling layers, and fully connected 
layers, thereby achieving abstract representations of image content. In visual search, CNN is 
widely applied for image feature extraction. Through pretrained CNN models, images can be 
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transformed into feature vectors with rich semantic information, thus enhancing the accuracy 
of image search.

2.  Recurrent Neural Network (RNN) (Gaafar et al., 2022): Translation: RNN is a deep learning 
model suitable for sequential data, equipped with memory units that retain previous information 
and consider contextual relationships when processing sequences. In visual search, RNN can 
be employed for handling text information related to images, such as product descriptions. By 
considering the correlation between images and text, RNN contributes to improving the relevance 
of search results.

3.  Generative Adversarial Network (GAN) (Kang et al., year needed): Translation: GAN consists of 
a generator and a discriminator, employing adversarial training to enable the generator to learn to 
produce realistic images while the discriminator learns to distinguish between real and generated 
images. In visual search, GAN can be used to generate additional training data, especially for 
scarce or rare products. By generating diverse images, the model’s generalization capabilities 
for products are enhanced.

4.  Adversarial Autoencoder (AAE) (Abubakr et al., 2022): Translation: AAE combines the principles 
of autoencoders and GANs. It uses an autoencoder to learn a low-dimensional representation 
of data and employs adversarial training to enhance the realism of generated images. In visual 
search, AAE can be applied for image reconstruction and generation, contributing to improving 
image quality and diversity, thereby enhancing result diversity and personalization.

5.  Contrastive Language-Image Pretraining (CLIP) Model (Radford et al., 2021): Translation: 
CLIP, through joint training of image and text encoders, aligns images and text in an embedding 
space, enabling the model to understand the semantic relationship between images and text. In 
visual search within tourism e-commerce, the CLIP model can directly handle multi-modal data, 
improving the depth of understanding of products and the accuracy of searches. The advantage 
of the CLIP model lies in its unified representation of different modal data, exhibiting excellent 
performance in recommendation and search tasks.

To explore the application value of visual search in tourism e-commerce, this study proposes 
a multi-modal online product retrieval engine model, CLIP-ItP, based on the extension of the CLIP 
model. The model applies the CLIP model to the task of product retrieval on a tourism e-commerce 
website, constructing an experimental visual search engine. The model is divided into three stages. In 
the first stage, this visual search engine trains an image feature extractor and a linear model for labeling 
images. In the second stage, CLIP-ItP further jointly trains multiple text and image encoders, enabling 
the retrieval of various information about products on the tourism e-commerce website, including 
correct pairings of product image labels, product categories, product names, and product attributes. 
In the third stage, this visual search engine utilizes the user-uploaded image and jointly selected 
product attributes, employing CLIP-ItP to provide recommended Top-k products and their pictures.

The proposed multi-modal online product retrieval engine model, CLIP-ItP, has made three 
innovative contributions to visual search and tourism e-commerce:

1.  Integration and Expansion of Multi-Modal Data: The CLIP-ItP model extends the CLIP model 
to integrate multi-modal data, co-training image and text information, thereby achieving a more 
comprehensive understanding of products on tourism e-commerce websites. This multi-modal 
integration encompasses not only product image tags but also includes various information such 
as product categories, names, and attributes. By co-training image and text encoders, the model 
enhances abstract representations of product information on multiple levels, strengthening its 
understanding of semantic relationships within products.

2.  Recommendation System Based on User-Uploaded Images and Product Attributes: This study 
has implemented a recommendation system based on user-uploaded images and jointly selected 
product attributes. By combining user-uploaded images with selected product attributes, the 
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model utilizes CLIP-ItP to provide personalized Top-k product recommendations. This innovative 
recommendation system integrates users’ visual inputs and selection behaviors, offering more 
accurate and personalized product recommendations, thereby enhancing the user interaction 
experience on tourism e-commerce platforms.

3.  Comprehensive Experiments and Performance Analysis: This research conducted extensive 
experiments and performance analyses of the CLIP-ItP model on multiple public datasets and two 
private datasets. The results demonstrate the accuracy, robustness, and generalization capabilities 
of the model for product recommendation tasks. This comprehensive experimental evaluation 
contributes to validating the model’s effectiveness and suitability for practical applications in 
tourism e-commerce.

In the rest of this paper, we will introduce the recently related work in section 2, including 
visual search technology in tourism e-commerce, visual retrieval based on multi-modal data, and 
zero-shot learning using the CLIP framework. Section 3 presents the proposed methods: overview, 
data acquisition and feature learning pipeline, and zero-shot learning using the CLIP framework. 
Section 4 introduces the experimental part, including practical details, comparative experiments, and 
an ablation study. Section 5 includes a conclusion and an outlook.

RELATED wORK

Visual Search Technology in Tourism E-Commerce
In tourism e-commerce, visual search technology has emerged as a transformative and impactful tool, 
fundamentally altering the way consumers explore and discover products online. This technology 
utilizes advanced computer vision and machine learning algorithms to analyze and comprehend 
the visual content of images. By extracting key features, patterns, and characteristics from product 
images, visual search systems can accurately identify and match items, providing users with relevant 
and visually similar results. This capability is particularly beneficial in scenarios where users find it 
challenging to articulate their search intent through text or encounter language barriers.

However, the challenges associated with this task remain substantial. Firstly, employing deep 
learning methods for visual search typically demands substantial computational resources, potentially 
posing challenges for some small to medium-sized tourism e-commerce platforms. Secondly, the 
processing of image data may involve user privacy concerns, necessitating effective measures on the 
part of tourism e-commerce platforms to safeguard the privacy and security of user data. Overall, the 
application of visual search technology in tourism e-commerce continues to evolve, offering users 
and merchants a more intelligent and convenient interactive experience, with the potential to become 
a key driving force in the future development of the tourism e-commerce industry.

Visual Retrieval Based on Multi-Modal Data
The visual retrieval method based on multi-modal data enriches the information representation of the 
visual retrieval system by simultaneously considering various data modalities such as images, text, 
and audio, thereby providing users with more comprehensive and accurate retrieval results. Common 
multi-modal visual retrieval methods achieve correlated learning between different data modalities 
by simultaneously training multiple modal feature extractors. This approach, through information 
sharing, captures the inter-modality correlations more effectively, enhancing the performance of the 
retrieval system (Ye & Zhao, 2023; Ye et al., 2023; Yuan et al., 2022).

In terms of application effectiveness, multi-modal visual retrieval based on diverse data 
modalities integrates information from images, text, audio, and more, offering a more comprehensive 
visual understanding that assists in meeting users’ retrieval needs more accurately. Furthermore, 
the consideration of multi-modal data aids in modeling semantic relationships between different 
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data modalities, improving the retrieval system’s understanding of complex semantic information 
and thereby enhancing the relevance of retrieval results. Lastly, multi-modal learning contributes 
to improving the system’s generalization ability to new data, especially when dealing with limited 
samples or scarce modalities, enabling better adaptation to diverse data distributions.

However, the use of deep learning and joint learning methods may involve higher computational 
complexity, posing challenges in environments with limited computing resources. An additional 
challenge lies in the laborious and time-consuming process of annotating multi-modal data, particularly 
when dealing with intricate semantic relationships between modalities, which further increases the 
difficulty of annotation.

Zero-Shot Learning Using CLIP Framework
Developed from few-shot learning (Tian et al., 2024), zero-shot learning (ZSL) represents a crucial 
paradigm in the field of machine learning (Ning et al., 2024), emphasizing the ability to recognize 
and classify objects or concepts without direct exposure to training samples.

The integration of the CLIP (Contrastive Language-Image Pretraining) framework into the realm 
of zero-shot learning has garnered widespread attention, marking a significant advancement in this 
domain. The CLIP model is a multi-modal learning model developed by OpenAI. This model engages 
in contrastive learning between images and text, constructing a shared embedding space through joint 
pretraining on large-scale image and text data. This enables images and text to be represented in the 
same space. The design objective of CLIP is to empower the model to comprehend the semantic 
relationships between images and text, thereby achieving robust cross-modal understanding and 
generalization capabilities. The innovation of the CLIP model lies in its departure from traditional 
supervised learning methods. Instead, it adopts a contrastive learning approach, training by maximizing 
the similarity between positive sample pairs and minimizing the dissimilarity between positive and 
negative sample pairs. This methodology allows CLIP to excel in handling multi-modal data and zero-
shot learning, providing a robust performance foundation for tasks such as visual search and image 
retrieval. The key principles of employing the CLIP framework for zero-shot learning revolve around 
utilizing pre-trained models that amalgamate image and text understanding (Feng & Chen, 2022).

Through joint training of image and text encoders, CLIP aligns images and their textual 
descriptions in a shared embedding space. This alignment empowers the model to comprehend 
the semantic relationships between images and their corresponding textual information, laying the 
foundation for achieving zero-shot learning. The zero-shot learning process involves presenting the 
model with classes or concepts not encountered during training. Leveraging the existing semantic 
understanding encoded in CLIP, the model can generalize and make predictions for these unseen 
classes, exploiting the model’s ability to bridge the semantic gap between textual descriptions and 
visual content.

From existing research, the integration of CLIP provides a multi-modal understanding of images 
and text, enabling the model to generalize across different data modalities—a critical aspect of 
zero-shot learning. Furthermore, the semantic alignment achieved by CLIP aids in the transfer of 
knowledge from seen to unseen classes, enhancing the model’s adaptability to new concepts. Lastly, 
employing CLIP for zero-shot learning reduces the reliance on extensive labeled data for unseen 
classes, particularly valuable in scenarios where data annotation is challenging or costly. However, 
using CLIP for zero-shot learning may pose challenges when dealing with highly specific or nuanced 
concepts, especially when the model has not been explicitly trained for such scenarios. Achieving 
fine-grained recognition in a zero-shot setting, particularly for subtle visual distinctions, remains an 
ongoing challenge. Additionally, the model’s performance may be impacted by significant shifts in 
the data distribution between unseen and seen classes.

In conclusion, the integration of CLIP into zero-shot learning showcases promising avenues 
for advancing machine learning capabilities. While it brings forth several advantages, addressing 
challenges related to specific or nuanced concepts and maintaining performance in the face of data 
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distribution shifts remains crucial. As research progresses, the synergies between zero-shot learning 
and the CLIP framework are expected to play a pivotal role in pushing the boundaries of machine 
learning capabilities (Zhang et al., 2022).

METHOD

Overview of the Visual Search Engine and CLIP-ItP Model
This visual search engine comprises the following key components:

1.  Product Image and Search Clue Input Interface: This component allows users to input images 
through methods such as image upload or providing image URLs. The images provided by users 
serve as the input data for the search.

2.  Product Image Processing Module: The product image processing module is responsible for 
preprocessing the images provided by users. This may include operations such as resizing, 
normalization, noise reduction, etc., to ensure that the input images comply with the processing 
requirements of the search engine.

3.  Feature Extractor: The feature extractor is a deep learning model. It is responsible for extracting 
crucial features from the input images, capturing advanced representations of the images for 
subsequent comparison and retrieval.

4.  Index Database: Extracted image features and text information related to the images are stored in 
the index database for efficient similarity matching. This study adopts a vector-based database 
to support rapid vector similarity searches.

5.  Search Algorithm: The search algorithm utilizes the user-provided image features and product 
search clue information to compare them with the stored product image features and attributes 
in the index database. In this study, a similarity calculation function is chosen to compute the 
similarity score between the input image and the platform’s products, determining the products 
in the database most like the user-provided image.

6.  Result Presentation: The retrieved similar images are presented to the user through a user interface 
or an API. This may include image arrangements, product information, purchase links, etc.

This architecture of the visual search engine encompasses the interfaces for product image and 
search clue input, the product image processing module, the feature extractor, the index database, 
the search algorithm, and the result presentation. These components collaboratively enable users to 
perform intuitive and intelligent searches and retrievals based on product images. The efficient search 
model, CLIP-ItP, proposed in this study, is pivotal for the successful operation of this engine. Figure 
1 shows the architecture of this visual search engine.

In the search algorithm module of this visual search engine, a CLIP-ItP model is designed in 
this study. The principle of this model is shown in Figure 2.

As shown in Figure 2, in the first phase, the CLIP-ItP model trains an image feature 
extractor and a linear model for labeling images. In the second phase, CLIP-ItP further co-
trains multiple text and image encoders to be able to retrieve various product information on 
tourism e-commerce websites, including the correct pairing of product image labels, product 
categories, product names, and product attributes. In the third phase, the CLIP-ItP model 
recommends Top-k products and their images using user-uploaded images and jointly selected 
product attributes.

Definition of the Problem
The input dataset for the algorithm is in the form of category-product information pairs



Journal of Organizational and End User Computing
Volume 36 • Issue 1

7

D x x x x x xc p c p c
N

p
N= ( ) ( )……( ){ }( ) ( ) ( ) ( ) ( ) ( )1 1 2 2

, , , ,  (1)

where xc  represents product categories and xp  represents product information belonging to 
category xc . The product category xc  is taken from the category tree T  and is denoted by the name 
of this subcategory.

The product information xp  consists of product title xt , product image xi,  and product attributes 
xa , i.e., x x x xp i t a= { }, , . In the tourism e-commerce platform retrieval task, we use the name of the 

Figure 1. The Architecture of This Visual Search Engine

Figure 2. The Principle of the CLIP-ItP Model



Journal of Organizational and End User Computing
Volume 36 • Issue 1

8

target product category xc  as the query, and the model returns a sorted list of the top k-  images 
and products belonging to this product category xc :

Top product x x x x x xk c p c p c
k

p
k− = ( ) ( )……( ){ }1 1 2 2, , , ,  (2)

and

Top image x x xk i i i
k− = ……{ }1 2,  (3)

Data Acquisition and Feature Learning Pipeline
In this study, a distributed crawler was developed using Python Scrapy to crawl a large amount of 
product information from two websites, Jingdong (JD.com) and Taobao (Taobao.com), successively.

For the collected data, the two-step preprocessing pipeline is described below. The pipeline is 
shown in Figure 3.
Step 1:  One is the resizing operation, i.e., the end side of the image is matched with the CLIP input size.
Step 2:  Two is the center cropping operation, the result of which is input size × input size output = 
a square result image.

CLIP-ItP Framework for Product Search
The steps of the CLIP-ItP model are described below.

First phase:
Step 1: Images labeling. For each image in the dataset, an image feature collector, CNN ·( ) , is 

run to collect features Fi  from each image xi  in the dataset.

Figure 3. The Data Acquisition and Feature Learning Pipeline
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F CNN xi i= ( )  (4)

Next, using a linear classifier Linear ·( ) , input a feature vector for each image Fi  and use the 
output of the linear classifier Li  to label each image feature.

L Linear Fi i= ( )  (5)

Second phase:
Step 2: Category encoding. A text encoder fc  is used to transform the input product categorization 

information xc  into its representation hc .

h f xc c c= ( )  (6)

where fc  is realized by a pre-trained MPNet model. Subsequently, we use a categorical projection 
head gc  to project hc  into a d -dimensional multi-modal space.

c = ( )g hc c where c Î d  (7)

Step 3: Product encoding. Using a similar approach, the product information x L x xp i t a= { }, ,  
is output as hi , ht , and ha , through multiple encoders.

h f Li i i= ( )  (8)

h f xt t t= ( )  (9)

h f x
M

xa a a
i

M

ai= ( ) =
=
∑

1

1

 (10)

Similarly, a product projection head gp  to project hi , ht , and ha  into a d -dimensional multi-
modal space.

p = ( )( )g concat h h hc i t a, , where p Î d  (11)

Step 4: CLIP-ItP Model training. It is worth mentioning that the loss function used for model 
training is bidirectional contrastive loss:
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where fsim ·( )  is cosine similarity, τ ∈ +  is a temperature parameter.
Third phase:
Step 5: Top-k product recommended. In the online application scenario of a tourism e-commerce 

website, the user inputs parameters to the model, including qc  and qp , where q q q qp i t a= { }, , . After 
the calculation of CLIP-ItP model, Top-k recommended products are obtained:

Top product p p pk k− = ……{ }1 2
,  

Top image i i ik k− = ……{ }1 2
,  

The pipeline of CLIP-ItP model is shown in Figure 4.

EXPERIMENTS

Experimental Design
To comprehensively evaluate the performance of the CLIP-ItP model, a total of eight comparison 
experiments and one ablation experiment were designed in this study. Among them, experiments 
1–4 were conducted on the public dataset to validate the accuracy difference between the CLIP-ItP 
model and the six baseline models under multiple input data types, respectively. Experiments 5–6 
were conducted on the collected Taobao private dataset, and experiments 7–8 were conducted on 
the collected Jingdong private dataset, and the four experiments compare the accuracy of top-k 
recommendation results of the CLIP-ItP model with the six baseline models, respectively. Subsequent 
ablation experiments remove each module of the CLIP-ItP model separately, thus verifying the 
functional validity of each module.

The experimental setup is as follows:

Hardware Environment

1.  Server: Dell PowerEdge R940 server is employed, equipped with 4 NVIDIA Tesla V100 GPUs.
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2.  GPU: NVIDIA Tesla V100 Tensor Core GPUs are utilized, featuring 32GB HBM2 memory per card.
3.  Storage: A 1TB NVMe SSD is configured for high-speed storage to ensure rapid data read and 

write operations.

Software Environment
1.  Operating System: Ubuntu Server 20.04 LTS is employed as the operating system.
2.  Deep Learning Frameworks: TensorFlow 2.5.0 and PyTorch 1.9.0 are chosen as the deep learning 

frameworks.
3.  Database: Faiss is used as a vector-based database system to store image features and related 

textual information.
4.  Web Application Interface: A web application interface is designed and implemented based on 

the Django framework. The system provides an interface for image uploading and interaction 
with users.

Additionally, to evaluate model performance, we use Precision@K( P K@ ) where K = { }1 5 10, , , 
and mAP K@  where K = { }5 10, , and R -precision.

CLIP Model Parameters Setting

1.  The version of the CLIP model utilized in this study has a size of 24 million parameters.
2.  The model was trained on a dataset comprising four hundred million images, and the training 

process was completed over a span of two weeks using 256 V100 GPUs.

Pre-Treatment Before Experimentation
1.  Image Data Preprocessing:

(1)  Size Adjustment: All images are resized to the same dimensions to ensure consistency in 
model input.

Figure 4. The Pipeline of the CLIP-ItP Model
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(2)  Normalization: Normalization is applied to scale image pixel values to the range of 0 to 1, 
aiding in improved training stability.

(3)  Noise Removal: Optional noise removal operations are considered to reduce unnecessary 
visual disturbances.

2.  Text Data Preprocessing:
(1)  Tokenization: Textual information such as product names and attributes are tokenized into 

sequences of words or subwords to facilitate model understanding and processing.
(2)  Embedding: Pre-trained word embedding models (e.g., Word2Vec, GloVe) are utilized to 

embed text into high-dimensional space, capturing the semantic information of words.
3.  Data Augmentation:

(1)  Random Rotation and Flipping: Random rotation and flipping are applied to training images 
to increase data diversity.

(2)  Color Transformation: Random adjustments to image brightness, contrast, and hue are made 
to enhance the model’s adaptability to different lighting and color conditions.

4.  Dataset Splitting:
(1)  Training Set, Validation Set, and Test Set: The dataset is partitioned into training, validation, 

and test sets in a ratio of 7:2:1.

Datasets and Baseline Models
The data in this article comes from CIFAR-10, Birdsnap, Oxford-IIITPets, OxfordFlowers102, and 
FGVCAircraft. Below is a basic description of the five datasets.

CIFAR-10 (Canadian Institute for Advanced Research - 10) (Abouelnaga et al., 2016): CIFAR-10 
is a widely used dataset in the field of computer vision and machine learning. It consists of 60,000 
32x32 color images in 10 different classes, with 6,000 images per class. The dataset is divided into 
50,000 training images and 10,000 testing images. Each class represents a specific object or animal, 
making it suitable for image classification tasks. Classes of CIFAR-10:1. Airplane 2. Automobile 3. 
Bird 4. Cat 5. Deer 6. Dog 7. Frog 8. Horse 9. Ship 10. Truck. The CIFAR-10 dataset is used in one of 
the experiments in this study, possibly to evaluate and compare the performance of the CLIP-ItP model 
in a general image classification task. As a widely used benchmark dataset for image classification, 
CIFAR-10 provides diverse images covering different categories of objects, aiding in assessing the 
model’s generalization capability (Shen et al., 2019).

Birdsnap (Berg et al., 2014): Birdsnap is a dataset specifically designed for fine-grained bird 
species recognition. It contains images of 500 bird species, with a total of 50,000 images. The dataset 
aims to challenge algorithms to distinguish between visually similar bird species, making it suitable 
for fine-grained classification tasks. Classes of Birdsnap: The dataset consists of 500 bird species, 
each representing a class. Examples include various types of sparrows, finches, eagles, and more. 
The Birdsnap dataset is likely employed to validate the CLIP-ItP model’s performance in bird image 
classification tasks. By using Birdsnap, researchers can assess the model’s ability in fine-grained 
classification of birds, which is crucial for accuracy and granularity in specific products or goods on 
tourism e-commerce platforms.

Oxford-IIIT Pets (Parkhi et al., 2012): The Oxford-IIIT Pets dataset is created for fine-grained 
pet image classification. It contains images of 37 different breeds of dogs and cats, with a total of 
over 7,000 images. The dataset is well-suited for tasks that require distinguishing between different 
breeds of pets. Classes of Oxford-IIIT Pets: The dataset includes 12 cat breeds and 25 dog breeds, 
each forming a separate class. Examples of classes include Persian, Maine Coon, Beagle, and 
Golden Retriever. This dataset is probably used to test the CLIP-ItP model in the task of pet image 
classification. It offers a variety of images of pets, helping researchers better understand the model’s 
capability in handling images related to pets.
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Oxford Flowers 102 (Mete & Ensari, 2019): Oxford Flowers 102 is a dataset designed for 
fine-grained flower classification. It contains images of 102 different flower categories, with each 
category consisting of between 40 and 258 images. The dataset is suitable for tasks that involve 
recognizing and classifying diverse flower species. Classes of Oxford Flowers 102: There are 102 
flower categories, with examples such as roses, tulips, daisies, sunflowers, and orchids, among 
others. The Oxford Flowers 102 dataset may be used to evaluate the CLIP-ItP model’s performance 
in flower image classification tasks. This dataset provides images of flowers, allowing the testing 
of the model’s ability to recognize different flower species, which is important for flower product 
searches on tourism e-commerce platforms.

FGVCAircraft (Maji et al., 2013): FGVCAircraft is a dataset for aircraft classification, specifically 
focusing on fine-grained recognition of aircraft types. It consists of images from 100 different aircraft 
models, with a total of approximately 10,000 images. The dataset challenges models to distinguish 
between visually similar aircraft classes. Classes of FGVCAircraft: The dataset includes 100 aircraft 
models, representing classes such as Boeing 747, Airbus A320, Cessna 172, and more. The FGVC 
Aircraft dataset is likely utilized to examine the CLIP-ItP model in aircraft image classification tasks. 
As a fine-grained classification dataset, it assists in evaluating the model’s accuracy when dealing 
with similar but different objects belonging to distinct categories.

The six baseline models selected for this study are listed below:

Model 1: Arumugam and Subramani (2022) proposed to utilize direct as well as indirect relevance 
score computation for the images using text-based and context-based information to improve the 
performance of the search engine concerning the web image search results.

Model 2: Eswaran and Varshini (2022) proposed an image search model specific to the domain 
of garments in the fashion industry combined with CNN, ResNet50, and the Annoy Indexing 
algorithm developed by Spotify.

Model 3: Mustafic et al. (2019) proposed a method of training a distance function between two images 
using the deep neural network VGG19 and transfer learning.

Model 4: Nainani et al. (2023) presented a solution that utilizes zero-shot learning to create image 
queries with only user-provided text descriptions. This model uses OWL to check for the presence 
of bounding boxes and sorts images based on cosine similarity scores.

Model 5: Varish (2022) proposed a simple feature fusion scheme for content-based image retrieval 
(CBIR) using color, texture, and shape feature moments. In this algorithm, the fused single feature 
descriptors are computed by proficient fusion of color, texture, and shape feature moments.

Model 6: Yu and Liu (2022) proposed an image content retrieval method for a K-means clustering 
algorithm (KCA). The K-means clustering algorithm in this study is used to classify the color, 
pattern, shape, and content of images.

In summary, Models 1 and 4 used the image retrieval methods based on relevant textual cues, 
while Models 2, 3, and 5 used the computer vision-based approaches to improve the accuracy of 
retrieval results by deeply analyzing the features of the images. Model 6 employs a machine learning 
approach for image retrieval.

Comparison Study
Comparative Experiments on Public Datasets
Experiment 1. Experiment 1 uses an image-to-image retrieval method to compare the accuracy 
of retrieval results of the proposed model and the baseline model on six datasets, respectively. The 
results of the experiment are shown in Table 1.

The results of the experiment are presented graphically in Figure 5.
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Analyzing the results from experiment 1, the CLIP-ItP model employs a similarity scoring 
function to determine the similarity score between the input image and platform products, identifying 
the product in the database most similar to the user-provided image. This calculation function is 
meticulously designed, leveraging the characteristics of the CLIP framework, making the model more 

Table 1. Results of Experiment 1

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 5.44 6.14 3.36 10.12 5.4 4.6

Model 2 5.99 2.61 4.67 10.88 6.71 6.47

Model 3 7.94 3.69 10.77 13.86 8.09 4.82

Model 4 4.71 7.52 5.61 8.47 15.34 8.64

Model 5 7.03 3.78 5.17 14.83 16.45 9.17

Model 6 1.35 1.45 2.51 4.23 2.56 1.32

Ours 8.23 12.43 13.62 16.35 18.62 10.52

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 2.98 11.06 5.82 13.66 10.08 7.58

Model 2 3.04 11.11 6.89 13.29 13.93 8.05

Model 3 4.85 9.42 3.92 12.46 4.6 8.54

Model 4 4.72 6.59 9.93 7.77 13.83 8.09

Model 5 3.67 12.89 7.54 10.45 4.1 4.21

Model 6 1.43 2.56 2.54 5.31 3.12 2.41

Ours 7.25 13.51 14.25 17.33 14.51 9.15

Figure 5. Results of Experiment 1



Journal of Organizational and End User Computing
Volume 36 • Issue 1

15

efficient in similarity matching. Other models may adopt different strategies for similarity calculation, 
potentially lacking the efficiency demonstrated by the CLIP-ItP model.

Experiment 2. Experiment 2 uses only product categorization as the cue information for image 
retrieval and compares the accuracy of retrieval results between the proposed model and the baseline 
model on six datasets, respectively. The results of the experiment are shown in Table 2.

The results of the experiment are presented graphically in Figure 6.
Analyzing the results from experiment 2, the CLIP-ItP model proposed in this paper adopts 

the concept of zero-shot learning. By learning joint representations of images and text during the 
pretraining phase, the model is capable of predicting new categories without direct exposure to training 
samples. This enhances the search engine’s versatility, enabling it to adapt to various types of images 
uploaded by users without requiring additional labeled data for accommodating new categories, a 
requirement that other models might necessitate.

Experiment 3. Experiment 3 employs product classification and product name as the cue 
information for image retrieval and compares the accuracy of retrieval results between the proposed 
model and the baseline model on six datasets, respectively. The results of the experiment are shown 
in Table 3.

The results of the experiment are presented graphically in Figure 7.
Analyzing the results from experiment 3, by employing deep learning and zero-shot learning 

techniques, CLIP-ItP may possess enhanced data generalization capabilities, allowing it to better 
adapt to various types and styles of product images. This enables the search engine to maintain high 
performance when confronted with evolving market trends and product diversity, while other models 
may exhibit more limited performance in terms of data generalization.

Experiment 4. Experiment 4 simultaneously used product classification, product name, and 
product attributes as cue information for image retrieval to compare the accuracy of retrieval results 

Table 2. Results of Experiment 2

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 13.76 7.61 16.19 15.07 7.85 9.98

Model 2 1.65 11.68 7.73 14.82 11.65 8.05

Model 3 3.83 12.38 12.55 6.10 2.68 2.14

Model 4 7.75 14.75 15.95 17.71 20.21 2.61

Model 5 1.88 3.48 12.01 15.56 8.28 4.97

Model 6 1.33 2.51 2.54 2.14 1.35 0.99

Ours 9.23 13.53 14.51 17.52 18.24 11.41

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 3.45 15.37 9.25 9.50 5.62 4.04

Model 2 0.18 2.00 10.30 10.54 5.77 9.90

Model 3 1.42 1.77 9.88 7.87 14.28 2.50

Model 4 3.44 7.03 17.85 14.93 15.54 9.40

Model 5 4.66 5.07 13.95 12.51 9.39 9.5

Model 6 0.14 1.41 2.12 2.51 3.51 1.42

Ours 9.21 14.14 14.56 15.25 16.32 10.22
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Figure 6. Results of Experiment 2

Table 3. Results of Experiment 3

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 5.18 11.09 11.19 12.67 16.89 9.86

Model 2 3.14 11.15 6.28 15.22 12.16 4.08

Model 3 9.04 12.23 10.51 8.69 7.30 8.37

Model 4 8.26 16.25 11.20 18.93 12.54 9.15

Model 5 2.2 3.98 10.52 11.25 7 5.1

Model 6 1.44 2.25 3.51 4.24 4.41 2.45

Ours 9.42 14.34 15.23 16.44 18.74 11.54

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 6.66 11.40 5.56 8.19 7.32 4.65

Model 2 7.38 3.61 3.38 12.30 12.80 7.61

Model 3 7.19 4.61 6.25 13.93 14.65 9.81

Model 4 8.76 12.15 6.96 8.93 19.78 11.91

Model 5 7.74 11.14 9.43 4.53 9.24 3.48

Model 6 1.32 2.13 2.14 3.62 3.91 2.41

Ours 9.55 14.22 14.34 14.62 16.67 10.11
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between the proposed model and the baseline model on six datasets, respectively. The results of the 
experiment are shown in Table 4.

The results of the experiment are presented graphically in Figure 8.
Analyzing the results from experiment 4, the CLIP framework employs a semantic alignment 

approach, aligning images and text in the embedding space, enabling the model to comprehend the 

Figure 7. Results of Experiment 3

Table 4. Results of Experiment 4

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 13.16 11.45 15.68 17.81 16.08 3.43

Model 2 4.81 3.34 2.82 3.57 6.80 9.05

Model 3 7.59 11.98 8.56 6.78 18.37 3.87

Model 4 5.34 7.20 14.88 19.39 14.53 11.31

Model 5 2.87 13.37 8.53 10.18 9.34 7.98

Model 6 2.43 2.54 2.34 2.64 3.53 1.03

Ours 9.61 14.51 16.44 17.12 18.53 9.62

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 7.86 7.59 10.45 5.64 19.92 9.73

Model 2 2.25 10.46 13.68 11.90 13.16 8.86

Model 3 6.66 2.54 5.93 6.28 11.56 3.09

Model 4 5.90 9.20 15.84 14.92 13.61 15.01

Model 5 3.9 10.78 2.7 8.63 7.92 2.97

Model 6 1.34 2.03 2.06 3.35 3.92 1.34

Ours 9.66 14.87 14.72 16.33 17.72 11.43
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semantic relationships between images and text. In the context of search engine tasks, this semantic 
alignment capability allows CLIP-ItP to better understand the images provided by users and their 
associated textual clues, thereby enhancing the relevance of search results.

In order to evaluate the runtime overhead of the models, the runtime overhead of several models 
of this experiment is compared, and the comparison experiment uses a subset of 1,000 experimental 
images, and the results obtained are: model 1 consumes 10.12s, model 2 consumes 11.53s, model 3 
consumes 13.14s, model 4 consumes 16.25s, model 5 consumes 9.53s, Model 6 consumes 21.34s, 
and the model in this paper consumes 12.82s.

Additionally, in a case where the model made an incorrect recommendation, a user uploaded 
an image featuring a bottle of shampoo. However, the CLIP-ItP model erroneously identified this 
shampoo bottle as a bottle of shower gel and provided product recommendations related to shower 
gel. Upon analysis, potential reasons for this error include:

(1)  Similar Appearance: Shampoo and shower gel may have a similar appearance with 
comparable shapes and colors, making it challenging for the model to accurately distinguish 
between them visually.

(2)  Keywords in Text Descriptions: If the user-uploaded image lacks sufficient visual cues and the 
model heavily relies on textual information, it may be influenced by the keywords provided by 
the user, leading to an incorrect classification.

(3)  Training Data Limitations: If the distribution of images for shampoo and shower gel in the 
training data is uneven or if there are images sharing similar features, the model may experience 
confusion during the learning process for these products.

Comparative Experiments on Real Datasets
Experiment 5. Experiment 5 compares the proposed model with six baseline models on the collected 
Taobao product dataset. In this, only the product categorization is used as the cue information for 
image retrieval. The results of the experiment are shown in Table 5.

The results of the experiment are presented graphically in Figure 9.

Figure 8. Results of Experiment 4
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Analyzing the results from experiment 5, due to the design of zero-shot learning and multi-modal 
fusion in CLIP-ItP, it possesses greater generality and adaptability, enabling it to accommodate 
various types of images uploaded by users. This flexibility makes the search engine not only capable 
of handling common products but also adept at dealing with novel, rare, or items from different 
domains, thereby enhancing the practicality of the search engine.

Table 5. Results of Experiment 5

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 6.90 1.96 3.18 9.19 7.01 0.98

Model 2 3.82 3.86 8.90 6.11 17.50 4.46

Model 3 5.97 5.91 5.71 3.80 17.46 7.44

Model 4 2.39 12.85 9.05 2.46 2.31 5.50

Model 5 3.01 2.53 13.17 15.09 17.68 7.63

Model 6 1.54 1.67 1.34 1.78 1.98 0.92

Ours 7.25 14.24 14.5 15.93 18.35 9.33

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 5.18 4.73 9.30 2.32 2.90 1.12

Model 2 4.78 2.45 14.50 13.90 4.30 5.43

Model 3 1.74 3.89 5.52 5.52 2.99 6.53

Model 4 1.27 11.92 2.01 12.18 10.43 5.80

Model 5 5.55 9.07 6.08 9.98 9.59 6.83

Model 6 0.91 0.99 1.03 1.42 1.6 1.03

Ours 6.78 16.45 16.26 18.36 14.73 9.13

Figure 9. Results of Experiment 5
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Experiment 6. Experiment 6 compares the proposed model with six baseline models on the 
collected Taobao product dataset. In this case, product classification, product name, and product 
attributes are also used as cue information for image retrieval. The results of the experiment are 
shown in Table 6.

The results of the experiment are presented graphically in Figure 10.

Table 6. Results of Experiment 6

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 10.60 9.68 8.81 3.84 9.80 5.38

Model 2 5.72 2.13 3.75 1.71 7.81 6.06

Model 3 2.91 5.22 5.28 3.91 7.78 6.29

Model 4 11.85 7.48 10.28 13.21 14.65 12.51

Model 5 8.31 4.48 5.98 6.88 8.72 7.97

Model 6 1.84 1.93 1.73 1.62 1.95 0.91

Ours 8.56 12.45 14.22 14.25 15.42 9.41

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 11.21 9.18 9.11 2.13 10.1 6.45

Model 2 5.21 1.93 4.01 1.24 5.71 6.04

Model 3 1.96 6.32 5.01 3.24 6.75 7.14

Model 4 10.15 6.85 11.71 12.35 13.45 11.52

Model 5 7.81 5.42 6.08 7.21 8.22 5.21

Model 6 1.84 1.82 1.23 1.26 1.37 0.94

Ours 8.41 11.34 13.93 13.35 16.51 10.22

Figure 10. Results of Experiment 6
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Analyzing the results from experiment 6, the use of CLIP for zero-shot learning reduces the 
reliance on a large amount of labeled data for unseen categories. This makes CLIP-ItP particularly 
valuable in scenarios where data annotation is challenging or expensive. Other models may not 
perform as well as CLIP-ItP when dealing with situations that lack labeled data.

Experiment 7. Experiment 7 compares the proposed model with six baseline models on 
the collected Jingdong product dataset. In this, only the product categorization is used as the cue 
information for image retrieval. The results of the experiment are shown in Table 7.

Analyzing the results from experiment 7, CLIP-ItP adopts a pretraining approach, learning the 
joint representation of images and text during the pretraining phase. This allows the model to predict 
new categories without direct exposure to training samples. The pretraining paradigm gives CLIP-ItP 
a distinct advantage, especially when adapting to novel, unseen product categories. Other models 
may require more labeled data to adapt to new categories, which can be a significant challenge in 
practical scenarios.

Experiment 8. Experiment 8 compares the proposed model with six baseline models on the 
collected Jingdong product dataset. In this case, product categorization, product name, and product 
attributes are also used as cue information for image retrieval. The results of the experiment are 
shown in Table 8.

The results of the experiment are presented graphically in Figure 12.
Analyzing the results from experiment 8, on tourism e-commerce platforms, the regular 

introduction of new products is a common occurrence. CLIP-ItP demonstrates greater flexibility in 
adapting to these changes, while other models may require additional annotated data to accommodate 
new categories. This poses a challenging issue in practical scenarios.

Table 7. Results of Experiment 7

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 3.14 8.36 4.25 6.81 10.76 7.57

Model 2 7.90 9.10 1.89 13.58 18.45 1.99

Model 3 1.29 1.05 12.50 12.23 11.86 2.07

Model 4 3.50 5.77 14.01 13.37 17.17 8.94

Model 5 2.34 13.91 13.99 2.26 2.55 9.1

Model 6 0.56 0.91 1.43 1.62 1.51 0.91

Ours 8.37 15.52 16.35 14.63 18.46 9.33

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 2.27 12.77 2.27 3.24 4.60 9.03

Model 2 3.62 3.64 13.61 4.82 6.16 7.80

Model 3 1.58 3.41 8.76 10.26 8.43 2.75

Model 4 6.22 10.43 12.66 12.13 13.49 2.94

Model 5 3.25 13.98 16.24 4.68 11.19 6.69

Model 6 1.54 1.93 1.4 1.32 0.93 1.42

Ours 7.35 14.64 17.25 16.83 15.36 9.11
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Figure 11. Results of Experiment 7

Table 8. Results of Experiment 8

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in All Categories

Model 1 4.93 7.63 18.96 10.23 8.81 8.02

Model 2 4.92 10.09 11.67 5.14 16.38 3.59

Model 3 1.90 5.72 13.23 6.64 12.18 3.87

Model 4 6.88 5.72 11.54 14.66 5.28 6.82

Model 5 2.46 7.39 8.83 6.74 15.22 7.49

Model 6 1.53 1.65 2.56 4.72 3.61 2.14

Ours 7.24 11.51 16.44 15.35 16.84 10.33

Model
P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

Search in One Specific Category

Model 1 7.86 6.64 7.93 12.95 10.80 3.92

Model 2 7.33 8.41 5.15 12.37 9.56 7.41

Model 3 3.63 11.68 11.34 1.87 7.37 1.09

Model 4 7.44 9.20 10.17 13.53 2.76 13.08

Model 5 2.35 6.85 13.95 6.76 2.69 8.15

Model 6 1.84 1.93 1.73 1.62 1.95 0.91

Ours 7.35 14.24 15.62 17.25 14.83 9.23
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Ablation Study Results and Analysis
To evaluate the functionality of each module in the CLIP-ItP model, an ablation experiment was 
conducted to eliminate each module in the CLIP-ItP model separately and compare the differences 
in the results of the model runs. The experimental results are shown in Table 9.

The results of the ablation experiment are presented graphically in Figure 13.
Then we compare the results of the three model running results of CLIP without image labeling, 

CLIP with image labeling, and CLIP-ItP. Firstly, both CLIP with image labeling and CLIP without 
image labeling exhibit limitations in integrating information compared to CLIP-ItP, resulting in a 
less profound understanding of user-uploaded images. Secondly, the design of CLIP-ItP provides 
certain advantages in terms of model performance, including higher data generalization capability 
and stronger semantic alignment, contributing to its superior performance in the ablation experiment.

CONCLUSION

This study introduces an innovative visual search engine model, namely CLIP-ItP, which integrates 
multi-modal data by extending the CLIP framework, incorporating zero-shot learning to enhance 
adaptability to new products. Through comparative experiments, CLIP-ItP demonstrates outstanding 
performance on tourism e-commerce platforms, particularly excelling in handling new product listings, 
data generalization, and user-uploaded images compared to other baseline models. The research 
validates the accuracy, robustness, and generalization capabilities of CLIP-ItP in the domain of visual 

Figure 12. Results of Experiment 8

Table 9. Results of Ablation Experiment

Models P@1 P@5 P@10 mAP@5 mAP@10 mAP@10

CLIP without image labeling 7.23 9.25 9.11 8.25 8.35 7.35

CLIP with image labeling 8.42 10.42 14.24 15.35 14.62 8.34

CLIP-ItP 9.61 14.51 16.44 17.12 18.53 9.62
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search tasks in tourism e-commerce. The model proves to be a powerful tool for enhancing search 
engine efficiency and user experience.

OUTLOOK

While CLIP-ItP exhibits outstanding performance in handling common and newly introduced 
products, it may face challenges when dealing with certain specialized domains or unique items. 
To enhance the model’s performance in these specific domains, future research could consider 
incorporating domain-specific expert knowledge or domain-specific pretraining to improve the 
model’s understanding of complex concepts and attributes within the domain. Further customization 
and domain adaptation studies could enable CLIP-ItP to achieve superior performance across a 
broader spectrum of product domains.

Another potential constraint is CLIP-ItP’s adaptability to scenarios involving few samples or 
scarce modalities. In future work, performance in situations with limited samples and modalities 
can be enhanced by introducing more sophisticated data augmentation techniques, exploring meta-
learning approaches, or employing technologies such as Generative Adversarial Networks (GANs). 
Additionally, considering data privacy concerns, research efforts could focus on refining the model’s 
handling of privacy-sensitive data to provide efficient search services while safeguarding user privacy. 
These improvements will contribute to expanding the applicability and practicality of CLIP-ItP.

Additionally, a limitation of this study lies in its pronounced performance on known 
categories; however, it may not perform as well when dealing with unknown or extremely rare 
categories. To address this, future research could consider incorporating an active learning 

Figure 13. Results of Ablation Experiment
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framework, allowing the model to actively select samples for annotation, thereby enhancing 
performance on unknown categories.

Finally, this study may face challenges in handling some highly specific or subtle concepts, 
especially when the model has not been explicitly trained for them. To tackle this issue, future research 
could explore the introduction of more sophisticated fine-grained feature extractors or investigate the 
use of techniques such as Generative Adversarial Networks (GANs) to enhance the model’s ability 
to recognize subtle visual differences.

The CLIP-ItP model proposed in this study has achieved significant contributions to visual search 
in tourism e-commerce. Through the extension and optimization of the CLIP framework, CLIP-
ItP demonstrates innovation in areas such as multi-modal data integration and zero-shot learning, 
exhibiting commendable performance. Experimental results validate its notable advantages in handling 
new product listings, data generalization, and user-uploaded images. This research holds important 
reference value for enhancing search engine efficiency, adaptability, and driving technological 
advancements in tourism e-commerce platforms, providing more intelligent and flexible solutions 
for the future of tourism e-commerce.
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